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Abstract

Accounting for the tremendous diversity of acoustic realizations of what linguists label as the ‘same’ sounds (featurally and/or implicitly through use of IPA symbols) cross-linguistically is a challenging task. Since a certain amount of this diversity is directly reflected in the input data presented to acquirers, and since determining its source is a key component of phonological learning, it is crucial for any account of early phonological acquisition that we develop an understanding of the sources of this diversity. This paper presents an explicit account of types and sources of such diversity, which we will term ‘microvariation,’ and makes a critical distinction between microvariation – a product of various extra-grammatical mechanisms and properties – and phonology. Differences in acoustic realizations due to differences in phonological feature representations, which we will call ‘variation’, should, we maintain, be treated as entirely separate phenomena (although they clearly produce cross-linguistic diversity, as well). A close examination reveals that variation (feature-based distinctions) can be obscured by microvariation and that microvariation can be mistakenly taken as representing variation. Teasing these apart provides us with a clearer understanding of the nature of the grammar and its acquisition, as well as of its interaction with other systems.
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1. Introduction

The advent of Optimality Theory has shifted the focus of most phonological theorizing from representational issues such as the nature and organization of features to the discovery of properties of the computational system that relate representations. As such, much recent work has focussed primarily upon developing optimality-theoretic accounts for phenomena which had been treated within earlier, rule-based frameworks or which had not been discussed previously in any framework. In this paper, we would like to return to an area that has, in our view, been neglected for some time, although, explicitly or implicitly, it constitutes the base of all phonological theories—namely, the nature of the phonological features themselves. As far as we know, today’s lack of attention to phonological features is not the result of a general consensus that there are no outstanding research questions regarding features but rather is the natural course of events when new developments in other areas of phonology outshine topics which have already been discussed at some length and which, consequently, appear less new and intriguing. In this paper, we argue that we are not yet done with features and that there is good evidence from certain types of variation and ‘microvariation,’ that suggests that our current feature system is not rich enough to account for phonological systems and their acquisition.

The next section of the paper presents our background assumptions about what aspects of the cognitive system we believe can be grouped together and considered phonology (i.e., linguistic computation) versus phonetics (i.e., the acoustic or gestural score). The third section introduces a contrast between ‘variation’ and ‘microvariation,’ and presents an explicit categorization of apparent instances of microvariation. We conclude that section with a consideration of which types of apparent ‘microvariation’ might be relevant to the pursuit of phonological theory. In the fourth section, we focus our attention on ‘Category D’ microvariation—the type which we believe is of greatest significance for the pursuit of phonological theory. We present several previous accounts of the more problematic types of microvariation and present our own analysis of those cases. The final section of the paper concludes with a summary.

2. Background assumptions

Since our primary interest is in modelling aspects of the computational system (the grammar, especially phonology) which are the result (and thus the target) of phonological acquisition – in this case defining the primitives that operations are performed on – we begin by presenting our assumptions about the nature of this computational system. This includes a discussion of the division between phonology and phonetics and between linguistic and non-linguistic processing, as well as explicit definitions of the terminology we use. This is particularly important since there is not general agreement among researchers on these matters and there is considerable confusion introduced by lack of explicitness in terminology. The one point on which there is general agreement, at least among phonologists, is that ‘phonology,’ in its narrowest sense, consists of the mapping from underlying representation to surface representation. Keating (1988) explicitly addresses this issue and we follow her in both our use of terms and in our definition of ‘phonology.’ For Keating and for us, phonology involves only a feature-to-feature mapping and nothing else. Other researchers have defined phonology much more broadly and have extended it

---

3 This regular alternating focus is the theme of Anderson’s (1985) Phonology in the Twentieth Century: Theories of Rules and Theories of Representations.

4 A notable exception to this general neglect is Steriade (2000).
well beyond the feature-to-feature mapping. Hammarberg (1976), for example, defines any aspect of pronunciation that involves cognition (for example, anticipatory co-articulation) as part of ‘phonology.’ For Hammarberg, then, a mapping of a set of features to a gestural score\(^5\) or of an acoustic score to a set of features, because both require intention, are considered ‘cognition,’ and would be included in the definition of ‘phonology.’\(^6\)

We propose that mappings between dissimilar representational formats, such as from features to a gestural score, are performed by a pair of transducers. Transduction, in general, is a function which converts a representation in one representational ‘alphabet’ to a representation in a different representational alphabet.\(^7\) Phonetic transduction is distinguished from phonological computation by the fact that it incorporates some type of conversion process—it changes one type of representation (featural, for example) into another type of representation (gestural score, for example). In our model, contra Hammarberg for example, phonological computations, unlike transduction, operate on only a single type of symbolic representation—features. Features are both the input to and the output of the phonology—phonological computations cannot convert features into other types of representations. Under any analysis, however, the incorporation of a transduction process of some type into the model of speech production seems inescapable, since there are no features actually present in the acoustic output of speech.

A further logical necessity, if phonological information is encoded by features, is the presence of two separate transducers—one for processing representations concerning perception and one for representations concerning articulation. Positing two transducers is suggested by the very different nature of perceptual versus articulatory processing. Both involve ‘unidirectional’ processing but the direction of processing is not the same in the two cases. Articulation demands transduction of features (the input) to some gestural score (the output), whereas audition requires transduction of a percept (the input) to features (the output).\(^8\) In addition, we assume that there is an actual, physical difference between the mechanisms involved in perception and those involved in articulation and that dedicated transducers reflect this difference. We assume that these two transducers are innate and invariant—they are identical in all humans (barring some specific neurological impairment) and do not change over time or experience (i.e., they do not ‘learn’).\(^9\)

We will provide arguments for these particular claims in a later section.

Our model assumes strict modularity—no component can see ‘inside’ another component. Only the output of one module may be fed to another module and then only in the case of particular modules. So, for example, the output of the phonology is the input to the articulatory transducer, but the articulatory transducer does not feed its output to the perceptual transducer, nor vice versa. Thus the two transducers operate independently of one another and have no interaction. Following Hale and Reiss (2000a,b), our model necessarily divorces (phonological)

---

\(^5\) We borrow the term ‘gestural score’ from Browman and Goldstein (1990) and extend it to the acoustic domain.

\(^6\) While Hammarberg defines phonology more broadly than we do, we believe that his insightful distinction between cognitive and non-cognitive processes is an important one in understanding the issues under discussion here.

\(^7\) We borrow this terminology from Pylyshyn (1984). Our use of the term is related to his but not identical with it. Pylyshyn’s primary concern is the more general area of computation and cognition.

\(^8\) We do not intend by this that there are only two transducers. We assume that transduction is a complex process which involves many different transducers. However, for our purposes here, only the highest level of transduction is immediately relevant—that of features to gestural score or perceptual score to features. It is for this reason that we use the term ‘perceptual transducer’ because we are concerned with higher level processing, not processing at lower levels such as the inner ear.

\(^9\) This claim regarding innate, unchanging transduction is made solely for these two transducers, which take one type of symbolic representation and convert it to another type of symbolic representation. It is not a claim that motor skills, for example, are not learned or do not develop or mature over time—it is not a claim about motor skills at all.
features from both articulation and perception. Features are simply symbolic, ‘substance-free,’ primitives which are manipulated by the phonology and the transducers.\(^{10}\) The very fact that two separate transducers are required—one for articulation and one for perception—forces the separation of features from any physical substance. Since what is mapped onto a single feature comes from two very different sources, this separation from the physical substance is a logical necessity—a single feature cannot, for example, be both derived from the muscle commands involved in raising the tongue body and from a neural impulse triggered by some portion of an acoustic wave (let alone be some actual property of the wave itself). Thus, we can consider the transduction process, too, as invariant in that the relationship or mapping between a particular feature bundle and a particular gestural score is a deterministic (and thus consistent) conversion process and, similarly, that the relationship or mapping of a particular perceptual input to a feature bundle is deterministic. Crucially, the features and their transduced output forms are different from one another.

Finally, we assume that phonological features, themselves, are universal in the sense of universal grammar (UG). A universal feature is not one that is found ‘universally’ but rather a feature, which is drawn from a universally available but finite inventory. We believe that the innateness of features follows directly from learnability arguments, among other things, and will present some specific arguments in support of this position when discussing Kingston and Diehl (1994) in a later section.\(^{11}\) Any UG feature may be present in the actual mental representations of a particular instantiation of natural language but it is not clear that every feature must be present. Since the symbolic representations of natural language segments appear invariably to be feature bundles, it is actually the possible featural combinations that are responsible for the wide variety of sounds found in language, not the sheer number of features.\(^{12}\)

The relevant mappings in our model of phonology and transduction are shown in (1) below.

\begin{equation}
\begin{align*}
\text{Phonology: } & UR \leftrightarrow SR \\
\text{Transducer}_{\text{perceptual}} & : SR \leftrightarrow \text{Acoustic Score} \\
\text{Transducer}_{\text{articulatory}} & : SR \rightarrow \text{Gestural Score}
\end{align*}
\end{equation}

This model and the accompanying discussion have so far presented only what we believe to be computations and processes specific to language. As such, they represent only a portion of what

\(^{10}\) The general proposal that phonological operations manipulate features goes back to Jakobson et al. (1963) and Chomsky and Halle (1968). Neither work proposed a totally ‘substance-free’ system, the former connecting features to acoustic properties and the latter to articulatory and acoustic properties.

\(^{11}\) For a view opposing the universality of features, see Pulleyblank (2001).

\(^{12}\) We use the term ‘bundles’ loosely to represent groupings of features. We take no position here on the best way to represent these groupings.
makes up an individual’s actual behavioral output or **performance**. We assume that between, for example, the gestural score and the point of actual physical output, there can be input or modification from many other **non-linguistic** facets of cognition that determine amplitude, speech rate, affect (e.g., tone of voice), and other situational effects. Crucially, none of these post-gestural-score additions contained in the physical output appears to be utilized by the linguistic computational or processing systems; therefore a sharp distinction between the two types of processing, linguistic versus non-linguistic, is indicated.13

While we believe that features are purely formal representations and that the transducers are invariant across speakers and deterministic in the way they perform conversions, we still predict that there will be differences in the measurable, physical instantiations of any single feature bundle. These differences will have at least one of three possible sources (and will probably be due to more than one): (1) the articulatory transducer, although mechanical, implements features and feature bundles in a context-sensitive manner14; (2) there are within- and cross-speaker differences in physical attributes (e.g., sub-glottal pressure, size and shape of oral cavity); and (3) there are external, physical forces which are implicated in actual production (e.g., external air density). As a result, the output for a particular featural representation will correspond to multiple, physical instantiations (on separate occasions) which nevertheless typically fall within some reasonably well-defined **acoustic space**.15 We schematically represent this potential chain of events leading to physical output in (2) below.

![Diagram of Transduction and the Acoustic Space](image)

The above figure only schematizes articulation. However, the concept of multiple physical instantiations being related to a single featural representation is, of course, the same for perception.16 In the case of perception, however, physically distinct inputs (from different occasions)

---

13 As is well known, phonological acquisition routinely and successfully takes place in environments where there is great variability in the physical production of featurally identical speech sounds. For a summary of some of the research on this topic, see Jusczyk and Luce (2002).

14 This includes whatever effects the implementation of one feature may have upon the implementation of another feature within a single feature bundle as well as co-articulation effects.

15 We avoid using the term ‘target’ since it incorrectly suggests both that there exists a single, ‘correct’ physical target and that the transducer has frequent ‘misses.’ It is also true that acoustic spaces for distinct feature bundles may overlap depending upon a number of factors such as speech rate and coarticulation, among others. We are not claiming that the outputs of distinct feature bundles are mutually exclusive acoustic spaces.

16 The phenomenon of mapping, multiple physically-distinct inputs to a single mental representation, which Pylyshyn (1984) labels ‘equivalence classes,’ appears to be true of many aspects of human cognition. The notion was discussed for phonology as early as Sapir (1933).
will be stripped of their context-dependent and idiosyncratic physical properties, and reduced to a single identical set of features. In both articulation and perception, the acoustic space is an idealization of some physically definable area. We hypothesize that only a change in features will produce any significant change in acoustic space. This is because the differences incurred through differences in context or physical attributes will remain, we assume, relatively constant independent of the make-up of the particular feature bundle. So, roughly, the particular features determine the locus of physical instantiations and non-featural attributes determine the cluster pattern around the locus. We turn now to a description of some of these acoustic spaces and the task of teasing apart the role of features, linguistic (i.e., featural) context, and non-linguistic contributions to the physical output.

3. ‘Microvariation’ vs. ‘variation’

The fact that the physical (i.e., acoustic) properties of speech sounds do not map in a one-to-one manner to the perception of those same sounds, termed ‘lack of invariance,’ is a well known property of natural spoken language and one that has been much researched in the area of speech perception. To develop an understanding of lack of invariance, we believe that it is crucial to distinguish between two distinct phenomena – variation and microvariation – which we will define as follows. Variation belongs to the realm of phonology and only involves differences in featural representations from one utterance to the next. Differences in featural representations may arise in two ways—a single UR may give rise to two or more SR’s (a coronal stop and its flapped counterpart in English, for example) or two SR’s may be featurally distinct not due to allophony, but rather because their URs are featurally distinct. Microvariation, on the other hand, we define as non-phonological, typically smaller-scale differences, introduced either by the transduction process, individual physical properties, or external physical events. Crucially, microvariation, under our definition, is never the result of a difference in featural representation. While this appears to be a fairly clear-cut distinction, we will see in what follows that there are both cases of microvariation ‘masquerading’ as variation and, conversely, variation masquerading as microvariation in the literature. These cases seem likely to reveal important aspects of phonology and, as such, will be the main topic of discussion in the next section.

We have broken down types of microvariation into four categories labelled A, B, C, and D and further broken down category D into three subcategories. The categories are largely based on whether the microvariation is non-systematic or systematic, whether it is within-speaker or cross-speaker, and upon the source of the microvariation (external physical, individual physical, and so on).

3.1. Category A

Category A is distinguished by within-speaker, non-systematic microvariation. The schematic figure just illustrates a typical case of apparently random hits within an acoustic space (the [u] space here), the differing hits being due to small differences in the physical state of the speaker at particular points in time.18

---

17 For a brief but interesting discussion of directions taken in such research, see Appelbaum (1996).
18 By ‘random’, we intend merely that the physical factors involved (barometric pressure, amount of fluid in vocal tract, precise state of relevant tissues, etc.), as well as the interactions between these factors, are too complex to allow for a full formal modeling.
It should be noted that the effects of microvariation of the type outlined here and in Categories B and C are typically cumulative, and that all three types contribute to producing the ‘acoustic space.’

3.2. Category B

This category covers cross-speaker microvariation which is apparently systematic because it is to be attributed to the (relatively constant) physical properties of the individual speakers. So, for example, different speakers have vocal folds of different thicknesses and lengths and oral cavities of slightly different shapes, all of which contribute toward the fact that they produce slightly different physical instantiations of a particular feature bundle. Stevens (1998:265) provides a nice illustration of this in the form of the contrast in spectral differences in high and low vowels produced by an adult female speaker and an adult male speaker.

3.3. Category C

Category C is defined by within-speaker microvariation in the form of systematic hits within the acoustic space due to the fact that the transducer must implement the same set of features in different syntagmatic contexts. The figure below shows a schematic example of the features of [u] being realized further forward when that [u] is between dentals than when it is between velars. Note that this is not due to the phonology (i.e., to a difference in features) any more than different realizations based on faster or slower speech rate is due to the phonology. It is the result of the transducer’s ‘implementation plan.’

Categories A, B, and C are all defined by different hits within a particular acoustic space. The cases described below in Category D, on the other hand, are defined by a significant difference in the acoustic space itself. Although we proposed earlier that such significant differences will normally be the product of an actual difference in featural representations, these cases are relatively complex and require a closer examination before making a final determination. It would be premature to label them as either cases variation or microvariation at this point, so we will avoid any initial categorization.

3.4. Category D

Category D is broken down into three subcategories. The common property throughout Category D is cross-speaker systematic differences which result in different acoustic spaces for what we take at the moment to be the same featural representations.
3.4.1. Category D1

In this subcategory, the acoustic space shows often dramatic, context-dependent variation because of underspecification in the Surface Representation (commonly known as ‘phonetic underspecification’).

As Keating (1988) showed, using the example of Russian [x] (no back feature in certain contexts) and English [h] (no oral features), the characteristic acoustic patterns for such sounds show gradual transition through the acoustic space of the feature or features in question (whereas fully specified SR’s show more abrupt transitions). Cases of this type will be discussed in more detail below.

3.4.2. Category D2

These are cases of non-equivalent acoustic spaces, of which we have identified two subtypes.

(a) The acoustic spaces are overlapping, but not identical, as in the case of Danish [e] and Japanese [e].

(b) The acoustic space is broader for one speaker than for another speaker and the acoustic spaces are in a superset/subset relationship (based on area of hits) with the difference standing in seeming correlation with a difference in the relevant segmental inventories. The ‘superset’ acoustic space might be from a speaker with a three-vowel system and a relatively ‘broad’ hit area for [i] (for example), versus the ‘subset’ acoustic space being from a speaker with a larger vowel inventory and a correspondingly reduced acoustic space for hits for [i].

3.4.3. Category D3

Although the set relations here are similar to those of category D2(b) above, there is a crucial difference in ‘motivation’ for Category D3. In this case, the acoustic space is less broad for one speaker than for another speaker, but without a contrast in inventory. Maddieson and Wright (1995) report on the case of Amis—a three-vowel system which has quite ‘narrow’ acoustic spaces. The schematic illustrates the Amis case as contrasted with the quite broad acoustic spaces of many other three-vowel systems.

![Amis [i]-acoustic space

3.5. The linguistic irrelevance of categories A, B, and C

Categories A and B can both be traced to physiological properties and/or physical interference of various types. As such, they do not involve the phonology (no change in features) nor, in fact, any aspect of processing that is specific to language. We will not spend further time on them here.

Category C (coarticulation) can be accounted for by a combination of the effects of transduction and physiology/physical effects. While the phonology can systematically alter a featural representation in a specific (featural) context (e.g., [−nasal] to [+nasal] when adjacent to [+nasal]), recall that we consider these feature-based effects to be instances of variation, not of microvariation. Cases of the type outlined in category C are not the result of a change in featural representations and therefore are not variation, instead they are different physical realizations of
the *same* feature or set of features. Co-articulation (transitions from one articulatory gesture to another—from an oral vowel to a nasal consonant, for example) is contextually driven and will therefore be systematic, but it crucially does not involve modification of the featural representation by the phonology. We expect, then, to find some minimal nasalization on any vowel adjacent to a nasal consonant even if the featural representation for that vowel is no different from when the vowel is adjacent to a non-nasal consonant (unlike in English phonological vowel nasalization).

That systematic differences of this type may be ambiguous from an acquirer’s standpoint between feature-based and non-feature-based sources is supported by a multitude of historical changes which instantiate some previously non-featural co-articulation effects as feature-based phonological processes—such as the case of English nasal vowels.19 As with all of the other cases under discussion, co-articulation effects produce many different hits within an acoustic space. Since there is no defining line between acoustic spaces, such as where the space for nasalization of co-articulation stops and where that of feature-induced nasalization begins, it is up to the acquirer to deduce whether the overall evidence supports one or the other source. It is predicted that such ambiguity in the data may allow some acquirers to posit different phonological representations than those of their (adult) sources.

Note, again, that under our model and assumptions, any differences that arise from physiological properties of an individual speaker, physiological differences between speakers, and external, physical interference are *removed* from the data stream transmitted to the phonology (some, at least, of this stripped out information is sent elsewhere, to be interpreted by other cognitive systems). The transducer only provides symbolic, featural representations to the phonology—it has no way of telling the phonology that the person producing the utterance has a cold (nor could the phonology process that information even if it received it).

In the next section, we discuss the sources of the differences noted above, focussing on the (D) cases.

4. ‘Category D’ phenomena: a detailed consideration

As noted above, we have divided ‘Category D’ phenomena into several distinct subtypes. The theoretical analysis of the processes and systems which underlie these phenomena will be of particular interest to the development of phonological theory, so we will spend the rest of the paper discussing them.

4.1. ‘Hidden’ microvariation and variation

Keating (1988) convincingly argues for a distinction which draws a fine line between our cases of microvariation due to context discussed above as Category C and a separate type of contextually-driven difference (Category D1). Our cases of systematic microvariation due to context in C are the result of interactions arising from the mechanical realization of sequences of *fully specified* (along the relevant dimension) feature representations.

Keating’s example is crucially different. In the case of Russian [x], where no context rules apply,20 she argues that the output of the phonology is *not* a fully specified featural

---

19 We would like to thank an anonymous reviewer for pointing out that such cases may also be ambiguous.
20 Specifically, the SR for a form like /axi/, where a context rule has filled in the feature [-back] for the fricative, has a fully specified representation for [x]. A form like /ixal/, on the other hand, where no context rules apply, leaves the fricative underspecified for the feature [back].
representation—rather, it is a feature bundle underspecified for the feature [back]. (Note that this means it will never have any featural specification for [back] because the transducer does not ‘fill in’ features.) The result of this underspecification is that the physical output will just show a gradual transition from whatever the adjacent sounds’ values for [back] are.

Further support for this type of output underspecification comes from the case of Marshallese vowels (see Hale, 2000), which we describe below. The Marshallese vowel system is quite striking. The ‘surface’ vowels are given below (where the ‘tie’ symbol, as in $i_{\text{u}}$, represents a transition from one vowel to another, in this case, $i$ to $u$).

\begin{align*}
(3) & 
\begin{array}{cccccccc}
i & u & u & i_{\text{u}} & i & u_i & u_u & u_u \\
i & y & o & i_y & i & u_i & u_f & u_f \\
e & a & o & e & a & o & e & o \\
e & a & o & e & a & o & e & e & \end{array}
\end{align*}

As Choi (1992) demonstrates, there is a smooth transition between the back and round features of the segment to the left and the right of a ‘tied’ Marshallese vowel in every instance. As Bender (1968) showed, the most coherent phonological analysis of the Marshallese vowel inventory is one in which the vowels themselves bear no features along the dimensions back and round. That is, they differ from one another only along the height and ATR dimensions. We will use $C_{\text{j}}$ to represent ‘front’ (i.e., palatalized) consonants, $C_{\text{m}}$ to represent back non-round (i.e., velarized) consonants and $C_{\text{w}}$ to represent back round (i.e., labialized) consonants. For the vowels not specified along the back or round dimensions, we introduce the symbols $[V_{\text{HI}}]$ for a [+high,−low,+ATR] underspecified vowel, $[V_{\text{MID}}]$ for a [−high,−low,+ATR] underspecified vowel, and $[V_{\text{LO}}]$ for an [−high,−low,−ATR] vowel, likewise underspecified.\(^{21}\) Finally, we introduce the necessary distinction between the output of phonological computation (which we place between traditional square brackets) and the articulatory-acoustic output of the body (which we place between ‘body’ brackets). We can then represent schematically the treatment of the underspecified Marshallese vowel segments as follows:\(^{22}\):

a. $C_{\text{j}}[V_{\text{HI}}]C_{\text{m}}$: /$\hat{\text{b}}$V_{\text{HI}}k^{\text{w}}/ $>$ [t$\hat{\text{b}}$V_{\text{HI}}k^{\text{w}}] $>$ $\hat{\text{b}}$t$\text{u}$k^{\text{w}} ‘uncover an earth oven’

b. $C_{\text{j}}[V_{\text{MID}}]C_{\text{m}}$: /$\text{n}$V_{\text{MID}}$^{\text{m}}$/ $>$ [n$\hat{\text{i}}$V_{\text{MID}}$^{\text{m}}] $>$ $\text{n}$t$\text{e}$M$^{\text{m}}$ ‘squid’

c. $C_{\text{j}}[V_{\text{LO}}]C_{\text{j}}$: /$\hat{\text{b}}$V_{\text{LO}}$^{\text{t}}$/ $>$ [t$\hat{\text{b}}$V_{\text{LO}}$^{\text{t}}] $>$ $\hat{\text{b}}$b$\text{t}$ ‘Lutjanus Flavipes’

Note that this gives Marshallese what appears superficially to be a large and rather unique vowel inventory, whereas, in fact, for all grammatical (i.e., featural) purposes, the Marshallese inventory is quite small.

\(^{21}\) We will not concern ourselves with the fourth height contrast in this paper.

\(^{22}\) The reader can see that if one places each of the vowels between each of the types of consonant, the ‘surface’ vowel set cited above emerges—for details, see Hale (2000).
The case of \( h^l \) is particularly interesting. This vowel will show apparent steady-state realization in the [e] space, much like English [e]. If one considers only measured acoustic space in one’s analysis of variation or microvariation, then the Marshallese [e] and English [e] appear to be identical and thus neither variation nor microvariation is present. Further analysis, however, reveals that this identity is purely superficial and that it actually obscures a significant difference between Marshallese [e] and English [e]. The front and non-round properties of Marshallese [e] are entirely a product of the transducer implementing a feature bundle which is underspecified for back and round in a particular context (between palatalized consonants). English [e], on the other hand, is the result of a transducer implementing a feature bundle that includes specific values for back and round.

If we look within Marshallese itself, we see that underspecification of this type can be classified as a source of microvariation. A high vowel in Marshallese has precisely the same featural specification regardless of whether it surfaces as [i], [u], [iu], [ui], [uui], [u], [ui], or [uu]. The transducer’s contextually driven implementation of this feature bundle is what determines the realization. It is because this is a product of transduction rather than a difference in features that this case falls under our definition of microvariation. Interestingly, if we look, instead, at the contrast between Marshallese and English vowels, we see that the apparent identity which holds between, for example, Marshallese [e] and English [e] is nevertheless actually a case of variation—it results from a difference in featural representations. Note that such phenomena give rise to serious problems for any neo-behaviorist approaches to phonology (i.e., those that only allow relationships between observed surface forms to be considered), since from the performance perspective the two vowels appear to be the same.

4.2. Accounting for non-equivalent acoustic spaces

The mismatch in acoustic spaces outlined in Categories D2 and D3 (overlapping, non-identical acoustic space and two types of superset/subset cases) have the properties of being systematic, experience-driven, and speaker-independent (meaning simply that they are not speaker-specific but instead seem to cluster around speakers who have shared some commonality of input during acquisition). At the same time, none of them appears to be context-driven. All of this suggests that the source does not lie in individual or cross-speaker physiology or in random, external, physical interference.

Several theories have been proposed to account for differences of this type. Many of these either explicitly or implicitly include some notion of ‘expanding to fill the available space.’ This idea has typically been appealed to in order to account for cases such as the D2(b) type where, for example, the acoustic space for vowels in a three-way contrast system is typically much broader than the acoustic space for vowels when the vowel inventory is larger (roughly five or more vowels assuming symmetric distribution). Stevens (1998:573–574) notes this especially with respect to vowels in context:

The degree to which a vowel undergoes modification because of the influence of an adjacent segment depends on several factors. One contributing factor is the presence in the language of a contrasting vowel that differs minimally from the target vowel, so that the formant frequencies of this vowel are close to those of the target vowel. The allowed influence of context on the target vowel can be greater if the adjacent vowel is distant, but must be smaller if the shift in the formant pattern due to context can lead to misinterpretation of the vowel.
Thus it is expected that the contextual modifications of vowels in a given language are different depending on the inventory of vowels in the language.

This description could, arguably, unify both cases discussed under D2 above. If the differing acoustic spaces for Danish [e] and Japanese [e] were actually dependent upon the (differing) acoustic spaces of adjacent vowels (Danish [i] versus Japanese [i], for example), then the notion of ‘available space’ could describe the differences between Danish [e] and Japanese [e]. Numerous problems seem to remain, however. First, the idea of expanding to fill available space predicts that languages which have the same number and type of vowels should have the same acoustic spaces for corresponding vowels. This is contradicted by the actual evidence, however. As discussed in Vaux (2002), Greek and Spanish both have seven-vowel systems which are typically analyzed as phonologically identical but the acoustic spaces for corresponding vowels in Greek and Spanish are different. A second problem for the available space idea is that there exist cases like Amis (Category D3), described in Maddieson and Wright (1995). Amis has only a three-vowel system but the three vowels do not fill the available space. Third, there is a circularity problem in defining ‘available space’ based only on other segments’ space. That is, there is no ‘starting point’—every vowel space will have some other vowel space dependent upon it. Finally, if all these problems were not sufficient evidence of the lack of relevance of the notion, we point out that there appear to be no cases in which a language actually makes use of maximal differentiation within the available space, even though maximal differentiation is implicitly or explicitly at the root of the available space hypothesis. For example, a vowel inventory whose members were maximally different would have a creaky [i], a plain [u], a nasal [a], and a long [e]. Note also that diachronic vowel mergers are not predicted under this hypothesis and yet they often occur.

In any event, neither this fairly general idea which is dependent upon the notion ‘available space’, nor other hypotheses regarding the same sorts of phenomena (Perceptual Magnet Effect (Kuhl, 1991); Quantal Theory (Stevens, 1972); Dispersion Theory (Liljencrants and Lindblom, 1972)) offer an actual explanation of how these acoustic spaces are associated with featural representations and how such an association might be acquired. Scobbie (2001) approaches the problem from a production standpoint but also concludes that ‘inventory-based’ models fail to address a number of relevant phenomena.

Kingston and Diehl (1994), on the other hand, propose that both language-specific phonetic variation and phonetic variation due to context (both cases of microvariation under our definition) are the result of a learning process.

We believe that phonetic implementation has acquired the appearance of an automatic process because it is so thoroughly overlearned. To acquire the fluency that makes phonetic implementation appear automatic, speakers must learn the appropriate control regimes for articulating each allophone of each phoneme. Similarly, listeners must learn to recognize the patterns of acoustic properties that characterize each allophone, as well as how the allophones correspond to phonemes. (pp. 420–421)

The Kingston and Diehl model, while it does address the issue from a learnability standpoint, lays a virtually impossible burden upon the learner, in our opinion. The general process of

---

23 For a thorough discussion and critique of such theories, especially Quantal Theory and Dispersion Theory, see Vaux (2002).

24 Note that the idea that speakers must ‘learn’ to recognize patterns is counter-predicted by a large body of experimental work on infant perception which points to innate perceptual categorization of speech sounds.
assigning abstract features to acoustic or articulatory properties does not appear especially daunting until one examines in detail exactly what such a learning task would entail. At the least, if phonological features are purely symbolic arguments with only a representational not a content relationship to articulatory or acoustic properties, a learner will have no guidance in assigning features to either type of physical event. The result will be that a mapping of Feature A to Articulatory Gesture Y for one speaker will only by chance be identical to a mapping in another speaker’s system. Such a difference turns out to be vacuous in terms of outputs of the two speakers, but it will entail dramatic differences in cognitive representations across speakers. There are, however, two far more serious problems with this approach. First, if a speaker must learn mappings between particular phonological features and particular aspects of, for example, the acoustic signal, the number of features will need to be dramatically increased. The ‘lack of invariance’ aspect of natural language suggests, in fact, that a speaker might require an infinite number of features to accommodate the micro-differences in acoustic signals because there are an infinite number of contexts-fast/slow, loud/soft, whispery/strident, etc. A second, related problem is that there is no mechanism in this model which will allow the acquirer to group hits within an acoustic space into a single featural representation. As a result, we would have no explanation for the systematic cross-speaker identification of slightly different acoustic signals as ‘the same’—the phenomenon of categorical perception being a prime example of this. All of these also argue in support of an invariant transduction process, as proposed earlier in the paper.

Other accounts of the ‘acoustic space’ phenomena based on non-generative assumptions hypothesize that there is statistical learning based on probability distributions, see, for example, Pierrehumbert (2001). Such accounts are so divergent from ours in their underlying assumptions about the linguistic system that we cannot easily draw comparisons but, on the surface, they seem to share the drawbacks of, for example, the Kingston and Diehl (1994) approach.25

We believe, contra Kingston and Diehl inter alia, that learning must be based instead on innate knowledge of some (relevant) set of primitives (see also Fodor, 1976; Jackendoff, 1990; Pylyshyn, 1984; Hale and Reiss, 2003). One cannot learn the post-transduction articulatory correlates of specific phonological features (for one receives no evidence for the nature of such a linkage), nor can one learn what mental features correspond to a given output of the perceptual transduction process (for the same reason). We still need to explain, though, how, for example, an acquirer of Danish comes to have an acoustic space for [e] which is different from the acoustic space of a Japanese acquirer’s [e]. Certain evidence from acquisition seems relevant to consider at this point.

4.3. Evidence from acquisition

Two acquisition phenomena, in particular, appear to be relevant to this issue of ‘language-specific’ acoustic spaces of the types outlined in Categories D2 and D3. These are26:

25 Similar criticisms hold of the ‘phonetics in phonology’ ideas as exemplified in the recent volume edited by Gussenhoven and Kager (2001). For example, a really long [iiiiiiii] can be recognized the first time it is heard as an /i/, although one of its physical, statistical values (duration) is outside of the range of previously encountered [i]s. Based on durational statistics, [iiiiiiii] might be taken to be a sentence, since it has the durational statistical properties of a sentence.

26 The logical contradiction indicated by the two points below is discussed in Hale and Kissock (1997).
• Loss of discrimination capacity for non-native contrasts around 10–12 months (see Rivera-Gaxiola et al., 2005; Best and McRoberts, 2003; Polka and Werker, 1994; Werker and Tees, 1984, inter alia).

• Bilingual second language acquisition (BSLA) of contrasts not present in L1 (see Mayberry and Lock, 2003; Flege et al., 2003; Flege, 1995, 1991; Yamada, 1995; Mack, 1989, inter alia).27

The connections between these acquisition phenomena and the cases in Categories D2 and D3 are that they all appear to show experience-driven differences or changes. In the loss of discrimination ability case, failure to experience certain input seems to result in a loss of ability to discriminate such input. Crucially, as convincingly demonstrated by Werker and her associates, this loss of ability to discriminate is not a loss in ‘raw’ auditory ability (i.e., not a pure hearing loss of some type). Instead, the loss of ability appears to be a side effect of constructing a linguistic system based on the particulars of the linguistic input in the learner’s environment. In the bilingual second language acquisition case, exactly the opposite is true. Upon receiving new and different input (from the L2), the learner acquires a new (or, more accurately, a renewed) ability for discrimination. This results in a single individual producing and perceiving two apparently distinct sets of language-specific contrasts, one according to the L1 and one according to the L2. In the D2 and D3 Category cases, something has caused acquirers to ‘zero in’ on different acoustic spaces for what we currently count as the ‘same’ featural representations. What is it, then, that all these acquirers have ‘learned’? Is it something about the phonology (the feature-to-feature mapping) or something external to the grammar?

4.4. A featural account

If we are correct in arguing (contra Kingston and Diehl) that the transducer cannot learn from experience, then experience-driven differences must have their origin in either the phonology or in non-linguistic perceptual processing. Given our model, it follows logically that, for articulation, for example, differences in acoustic space (our D2 and D3 types) must result from transducers receiving different inputs from the speakers’ phonologies (cf. our earlier discussion of the predicted output of featural differences versus differences that are the result of non-linguistic input or modification). Since the input to the articulatory transducer is sets of features, it follows that the explanation for the D2 and D3 types of variation must be featural (i.e., phonological). If we consider the differences from a perceptual standpoint, the difference is, again, simply a difference in features—a speaker of one language has had linguistic input which (potentially) corresponds to different sets of features than a speaker of another language. This is,

27 We acknowledge that opinions are, in fact, divided on the existence of true bilingualism. Flege (and others who support the position that an L2 can be acquired in a native-like manner) emphasizes that native-like L2 acquisition in both perception and production seems closely related to age of learning and is best achieved below the ages of 5–7. Data cited in Flege (1991) (from experimental results of Flege and Eefting, 1987a) showed that Spanish/English bilingual children performed similarly to monolingual English children in a VOT perception experiment. Additional experiments on the production of L2 sounds in Flege (1991) showed that early L2 learners would attain native-like production, as well as perception. Flege (1995:238) claims that “…without accurate perceptual ‘targets’ to guide the sensorimotor learning of L2 sounds, production of the L2 sounds will be inaccurate.” While we do not necessarily agree that there are targets that guide sensorimotor learning of sounds, it does seem likely that without an ability to perceive a sound, the likelihood of producing anything close to that sound in any sort of consistent way will be negligible. Because of this, the L2 production experiments seem relevant in addition to the L2 perception experiments. For a more current discussion of the opposing view along with experimental results supporting that position – that there is no true bilingualism – see Peperkamp and Dupoux (2002).
of course, just the typical case—inventories of segments (which are only various combinations of features) are rarely, if ever, identical from one language to the next.

It seems clear that the D2(b) case – e.g., a three-vowel system with a relatively large acoustic space for [i] versus a five-vowel system with a relatively narrow one – can be connected directly to the underspecification (D1) cases discussed in detail above. Having a richer underlying vowel inventory requires that lexical items be more fully specified, while having a smaller vowel inventory allows these lexical items to be stored with greater underspecification. We say ‘allows’ because, as the important Amis (D3) case shows, such underspecification is not required in the presence of a restricted inventory. As the synchronic data indicate, the actual evidence regarding the acoustic space available to the Amis acquirer differs from that available to the learner of a three-vowel system with broader acoustic spaces and, given that the acquirer assumes that the acoustic spaces are an invariant by-product of unmodifiable transducers, he or she can only conclude that the vowels in the target language are highly specified. Only positive evidence will lead an acquirer to collapse a more specified featural representation into a less specified one (the Subset Principle at work in phonological acquisition, see Hale and Reiss (2003) for discussion). In cases like the Amis one, no such positive evidence presents itself. The acquirer gets only tokens that are consistent with the features of [i], for example, not tokens consistent with both [i] and [e] (whose height features could, in a three-vowel system, later be removed once Lexicon Optimization shows them to be irrelevant).

Studies in cross-linguistic differences in VOT production and perception present a picture very similar to the five-vowel versus three-vowel case above, where the three vowels occupy a large acoustic space. Adult categorical perception reflects the distinctions present in the native language, specifically whether there exists a two or three category distinction—voiced/voicless or voiced/voiceless/voiceless aspirated, respectively (Lisker and Abramson, 1970). Infant categorical perception reflects a three-category division (Eimas et al., 1971; Aslin et al., 1981, inter alia). The reduction from three categories to two categories for acquirers who are in a Spanish-language environment, for example, mirrors the transition from an initial hypothesis that there is a featurally-represented height distinction between tokens of [i] and [e] to one where there is no featural distinction between [i] and [e]—the case discussed above. In the case of a reduction in number of VOT distinctions, as in the enlargement of the vowel space, positive evidence (no lexical contrast based on whether a token has long or short lag, for example) allows the acquirer to collapse long and short lag into a single category that just contrasts with voiced by removing the featural distinction between long and short lag representations.

This leaves only the D2(a) cases—non-subset but intersecting (i.e., non-nested) acoustic spaces such as found in the case of Danish [e] and Japanese [e]. Underspecification alone cannot, as far as we can see, account for these cases, for if one of the vowels were underspecified but

28 For example, the acquirer exposed to a five-vowel [i, e, a, o, u] system will be forced to store at least a [-back] feature to separate [i] and [e] from the other vowels and a [+high] feature to separate [i] from [e] whereas in a broad-space three-vowel [i, a, u] system, the acquirer need only store back features for [i] as all hits in the [-back] space are taken as tokens of [i] regardless of height.

29 It seems once again that this reorganization does not actually involve ‘loss’ of discrimination. As Werker and Tees (1984) found for the dental/retroflex and other contrasts, it is still possible for subjects to access the original categories of VOT (Aslin et al., 1981) under certain experimental conditions. Again, this is predicted if the ‘reorganization’ of categories exists only at the phonological level and not at lower levels of perceptual processing. A full discussion of the experimental results on VOT phenomena and their relationship to a theory of phonological representations is definitely required to complete this picture but is too lengthy and complex to be included here. Such a discussion would also address the question of boundary shifts that are sometimes said to accompany such VOT reorganization.
otherwise featurally non-distinct from the other, we would find, as we have seen, a superset-subset acoustic space relationship. Since the explanation for all other cases of variation of this type has been featural, and given the learning theoretic complexities of positing a ‘learning’ transducer, we must assume that the difference between Danish [e] and Japanese [e] is featural as well.

We would like to note that at least some of these cases are almost certainly nothing more than artifacts of our use of the IPA or of our use of the existing feature system, or both. A cursory look at a comparison of vowels (plots of first two formants) in Japanese and Danish in Ladefoged (2001) shows Japanese [e] and Danish [e] occupying the same acoustic space. In general, tokens that occupy the same acoustic space should have the same IPA label. It is, however, common practice to label vowels and sometimes consonants based on the language-specific inventory of sounds such that identification is relative rather than absolute (i.e., acoustic-based). In addition, the featural properties of some sounds are often underdetermined because they, too, are being used relative to the inventory of some particular language. Features for [r] are notorious in this regard, often, for any single language, not distinguishing trills from taps, taps from approximants, velarization, and so on. The commonly held notion, inherited from Structuralism, has been that a necessary and sufficient featural description needs only to capture the contrasts within an inventory. This is a seriously flawed approach if one of the tasks is to determine the properties of a feature inventory given by UG, with which every acquirer is endowed, and which is supported by the experimental evidence on infant perception of sounds not present in the ambient target language.

Even after discarding spurious cases of the type described above, we expect that there will be cases that require a thorough examination and explanation. For these remaining cases, experimental sources of support for our hypothesis are going to be found in only a very limited domain, as far as we can see—in the perception of bilinguals whose L1 and L2 differ along the relevant vowel parameters. Using bilingual subjects will control for a number of speaker-specific, extra-grammatical factors which can make token comparison difficult. Obtaining production data (clusters of tokens in a target area) and the results of perceptual identification tasks which focus on both the intersecting and non-intersecting areas (for vowels such as Danish [e] and Japanese [e]) should provide information about the correctness of our hypothesis.

We summarize this section with an explicit description of how differences in acoustic space as well as acquisition of those differences can be accounted for in our model. UG provides an innate set of features to be used in phonological computation and (some subset of) those features serve as the input and output to an articulatory and perceptual transducer, respectively. Transduction of features into gestural score and of acoustic score into features is deterministic and invariant. ‘Learning’ is the process of building phonological representations based on the featural input from the perceptual transducer and determining which computational processes will operate in any particular instantiation of a phonology.

We assume, furthermore, that there is an ‘endpoint’ to the learning process such that modification of the phonology based on input will cease after a certain time. (The lexicon, on the other hand, has no ‘cap’ on learning—new lexical items may be acquired at any time.) Attaining
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30 This is not to assert that these two particular sounds are undifferentiated acoustically. We use it here only to make the point about use of IPA labels.
31 Note that the perception and categorization of vowels seems in general to be less straightforward than that of consonants.
32 We take no position here on whether this involves reranking constraints in a constraint-based system or determining the specific application of rules, since this aspect of the phonology is not relevant to the immediate discussion.
adult-like phonological representations, itself, is a two-part process. The first part of the process involves storing initial phonological representations (for lexical items acquired at the earliest stages of acquisition) with fully specified featural representations (for an extensive discussion of why fully-specified representations are necessary at the initial stage, see Hale and Reiss, 1998, 2003). The second part is lexicon optimization, in which the stored representations in the lexicon are subjected to a review for predictable versus idiosyncratic information. Predictable information is then stripped from the representations and is, instead, added dynamically by the computational system. The end result is a set of URs (featural representations for lexical items) whose characteristics are determined by (1) limitations of UG (what constitutes possible features); (2) the (featural) input that the acquirer received and stored; and (3) the process of Lexicon Optimization. We expect, then, that (2), featural input to the acquirer, will be key in determining how similar one individual’s phonology will be to another individual’s phonology (properties of UG being shared by all individuals and results of Lexicon Optimization falling out from stored input). All of the experience-driven cases we have discussed above are predicted under this model. We go through these in detail below, following an order which groups the most similar cases together.

The cases of underspecification in D1 (Russian, Marshallese) and the D2(b) case (broader acoustic space for an [i] in a three-vowel system than for an [i] in a five-vowel system) are the direct result of a lack of some feature or features in the input to the phonology from the transducer. As the transducer is deterministic, this means that the input to the transducer itself (i.e., the acoustic score) did not contain information that could be converted into a feature or features. From the point of view of an acquirer, there is simply no information which would allow them to set up a final featural representation with [back] for Russian [x] or [back] and [round] for any Marshallese vowel. We say ‘final’ featural representation here because of the interesting cases of surface similarity between, for example, Marshallese [ε] and English [e] mentioned in the discussion of Marshallese in section 4.1. By our own analysis, the Marshallese acquirer will set up an initial representation for [ε] which is fully specified and includes all the same features that an English acquirer will have initially for [ε] (assuming the same acoustic score). Crucially, however, the process of Lexicon Optimization will cause the acquirer to strip out [back] and [round] from [ε] in Marshallese, given the lack of evidence for [back] and [round] in other vowels and the fact that the presence of those two features can be completely attributed to the surrounding consonants. These [ε]-type cases, then, are different from the [i] type cases only in the route by which they become underspecified, not in their final representations as underspecified. The [i] type vowels, in contrast, simply have nothing in the acoustic score which could be converted by the transducer into the features [back] and [round]. From this somewhat more complicated picture, it is easy to see the origin of the differences between the [i] vowel spaces in the three versus five-vowel systems case. In the three-vowel system, an acquirer will get input for [i] which will overlap significantly with the [ε] space, for example, and cause him/her to set up initial representations which distinguish such tokens. However, Lexicon Optimization will cause this acquirer to collapse initial representations of [ε] with [i] by removing specification for the distinguishing feature [+/−high]. This single, underspecified
featural representation will naturally produce hits in a broader acoustic space because the transducer is receiving less specific information. The five-vowel system acquirer, on the other hand, will not be able to collapse his/her initial representations of [i] with [e] through Lexicon Optimization (their featural difference being critical in differentiating lexical representations that must be kept distinct). For a discussion of the learnability problems posed by such underspecified systems in an optimality-theoretic framework, see Hale and Kissock (in press).

The Amis case of a ‘narrow’ acoustic space in a three-vowel system can now be contrasted immediately with the ‘broad’-space three-vowel system just discussed. Crucially, the Amis acquirer doesn’t get the same input. To use the same example, all of the input for a non-low front vowel that the Amis acquirer receives falls into the space denoted by [+high] rather than the space denoted by both [+high] and [−high, −low]. Every initial featural representation is exactly for [i] and no positive evidence (input to the transducer) exists for the Amis acquirer that he/she should set up any representation for [e]. Lexicon Optimization does not play a role in the relevant final featural specification in this case, it’s simply that the acquirer gets a different type of evidence for representations.

The bilingual second language acquisition case is characterized by an acquirer developing new contrasts—contrasts not present in the L1. Note that new contrastive sounds are not the only new aspects of a linguistic system that the acquirer develops. The bilingual acquirer exhibits new developments in every aspect of the grammar—syntax, morphology, and phonology (different constraint ranking or rules). In fact, there seems every reason to believe that the acquirer has a completely new, second grammar—that of the L2. By definition, bilingual acquisition of an L2 means that the acquirer is in no way different from another individual for whom the L2 was the ‘L1.’ Our usual characterization of knowledge of language is that the individual has a grammar (with all the relevant features and operations), so there is no reason to suppose this characterization should be valid in some cases (only of L1) and not in others (bilingual L2). From the point of view of acquiring new contrasts, then, this is just another case of normal acquisition where featural input and lexicon optimization determine the final featural representations. The loss at 10–12 months of discrimination ability is a more complex case but one which still reduces to a difference in featural representations in our model. As mentioned earlier, experiments suggest that the loss is particular to the linguistic system or, at the very least, is not what could be termed a ‘hearing loss.’ This supports the argument that it is a feature-based loss.

Finally, we consider the Danish [e] versus Japanese [e] case, where the acoustic spaces are not in a superset/subset relationship and cannot be accounted for by underspecification. Based on our model, only a difference in featural representation will account for the difference in acoustic space between the Danish and Japanese vowels. Currently available models of the universal feature inventory are insufficiently rich to handle such a distinction, which is typically attributed to language-specific implementation rules. We think it highly likely that we have not yet discovered the final and correct characterization of UG-provided features and that only detailed consideration of the full complexities of phonological acquisition and cross-linguistic phonological variation will allow for the discovery of the full feature set. We are presently engaged in this research and hope to report on relevant results in the near future.

35 Numerous empirical and experimental design issues arise in the literature regarding this topic. For a critical review of Maye and Gerkin (2000) and Werker et al. (2002) and other widely cited literature on the topic, see Kissock (2002).

36 Interestingly, Steriade (2000) comes to a similar conclusion even though the questions she is asking and the approach she takes are fundamentally different.
5. Conclusion

In conclusion, we have argued that:

- There are several distinct sources for microvariation – in our definition, non-phonological differences introduced in the transduction process, or by individual physical properties or external physical properties – in the speech output of humans.
- The microvariation that we find is a function of non-grammatical processes (the ambient environment, the anatomical traits of the individual speaking, the current physical state of those anatomical traits (e.g. moist versus dry), as well as the precise nature of the transduction process for a particular feature in a particular context). [Categories A, B, and C above.]
- Variation – by our definition, differences due to differences in featural representations – may be mistaken for microvariation and vice versa.
- In a seeming paradox, cross-linguistic differences may involve virtual identity of output (the vowel of Marshallese /tjVLOtj/ is representationally distinct from, but physically virtually the same as, English [e]), while still constituting cases of variation. Here, the variation is at the representational (and thus grammatically-relevant) level.
- One of the challenges before us is to determine precisely when we are dealing with microvariation and when we are dealing with variation (including cases of apparent non-variation). We believe such a research agenda will help us develop a better understanding of the nature of the grammar and of how the grammar interacts with other systems.
- Many aspects of apparently systematic, apparently phonetic implementation (phenomena usually referred to as ‘language-specific phonetics’) may find their most coherent explanation by a slight enriching of the phonological feature set.

The last point deserves some further discussion. Why, if there exist additional UG features, have these features not been noted to function contrastively within a single linguistic system?

We believe the explanation for this may be found in the following considerations. First, the set of attested languages is a subset of the set of attestable languages (where ‘attestable’ includes all linguistic systems which could develop diachronically from existing conditions—e.g., all dialects of English or Chinese or any other language in 400 years, or 4000 years, etc.). In addition, the set of attestable languages is a subset (those which can evolve from current conditions) of the set of humanly computable languages. (In our opinion, the human phonological computation system can compute a featural change operation such as /p/ → [a]/_d but it is of vanishingly small probability that such a rule could arise from any plausible chain of diachronic changes.) Finally, the set of humanly computable languages is itself a subset of formally statable systems (which could include what we take to be humanly impossible linguistic processes such as /N/ → [V:] in prime numbered syllables). The key point here is that the set of diachronically impossible human languages is not equivalent to the set of computationally impossible human languages.37

It is not difficult to imagine that featural distinctions which are transduced to very similar outputs (as in the case of Danish [e] and Japanese [e] discussed above) may present a major challenge to an acquirer. It may in fact be the case that systems which contain both Danish [e] and Japanese [e] would – like lengthy chains of center-embedded structures in syntax – be unattested for processing reasons (strictly speaking, because of the dependence of acquisition on accurate processing). However, **UG is a theory of the human linguistic computational capacity, not a**

---

37 For a complete discussion of these distinctions, see Hale and Reiss (2000a).
theory of the (accidental) set of attested human languages. The set of features posited for UG should be precisely the set required to account for the properties of the human genetic endowment for phonological computation. We believe that this set of features can be discovered only through the assumption of a coherent learning theory and the development of a corresponding detailed account of cross-linguistic variation in acoustic spaces—excluding true microvariation, as outlined here.
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